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Overview

● Want to contrast the Brown et al. GPT-3 Open AI Paper 
Language Models are Few-Shot Learners (FSL in the slides/Brown et al. Open AI GPT-3 Paper, 2020)

○ with: Language Models are Unsupervised Multitask Learners 
(UML/Radford et al. Open AI GPT-2 Paper, 2019)

○ looking at model architecture, dataset sizes, tasks, approaches and concepts
○ => Idea is to uncover the persistent themes and modes of evaluating Language 

Model Few Shot (Multi-)task performance
○ While giving rough idea of these huge papers

● Motivation: Barrier-free documents with Language Models, that is automating previously 
labor intensive task (PDF annotation) for direct benefits here at JKU 
— but the specifics of this task are not part of this presentation today
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https://arxiv.org/abs/2005.14165
https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Introduction/Side: Borges Paper
To open our thinking after a long day, let’s take a moment to look at a 
paper that is a little more unusual

● impulses from the arts lead to new ideas in how to apply these 
technologies, but in what genre?

● one idea as an example from magical realism* follows
● emotional aspect of LLM use today, examples

○ awe: Bubeck et al., Sparks of artificial general 
intelligence: Early experiments with GPT-4

○ fear: Bostrom, Superintelligence/Bengio et al., Pause 
giant AI Experiments: An open letter

○ greed: Metz et al., AI funding frenzy escalates/Microsoft 
bets big (New York Times)

*”a realistic view of the world while also adding magical elements”: Magic realism - Wikipedia

3[2310.01425] Borges and AI 
(arxiv.org)

https://en.wikipedia.org/wiki/Realism_(arts)
https://en.wikipedia.org/wiki/Magic_(supernatural)
https://en.wikipedia.org/wiki/Magic_realism
https://arxiv.org/abs/2310.01425
https://arxiv.org/abs/2310.01425


Introduction/Side: Borges Paper
The Garden of Forking Paths, 1941 short story. 
Ideas just from section 1 of “Borges and AI”:

● Collection of everything ever written and
a long tape, “the perfect language model,”
that is in dialogue with the collection

● Idea of a “garden” of all plausible texts that
are approximated like a transcendental no.
can the be arranged to the appropriate
output according to narrative necessity 
(model and prompt)
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● For me also important the question of 
evaluating, insights from literature, esp. 
“murkier” or less linear tasks?



>> Language Models are Few-Shot Learners: 
Overview

● few-shot instead of fine-tuning
with a look at the relevant GPT-2 paper

● GPT-3 introduction to the model
+ training datasets and results

● NLP datasets/tasks where few-shot performance is good …
● … and where there are struggles, with a focus on Few-Shot*

○ methodological issues related to training? + limitations
* ”Showing Examples” - we will also talk about terminology 5

*1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf 
(neurips.cc) (NeurIPS 2020, shorter) and
[2005.14165] Language Models are Few-Shot 
Learners (arxiv.org) (22 Jul 2020, v4)

https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2005.14165


Language Models are Few-Shot Learners: 
Background

● Autoregressive Language Models (GPT-2 and -3 are AR models)
● (Sparse) Transformers (used in GPT-3), Attention Mechanism
● Byte Pair Encoding and other encoding techniques

… For an LLM intro:

6LLM Visualization 
(bbycroft.net)

https://bbycroft.net/llm
https://bbycroft.net/llm


Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

The other major background to this paper is another Open AI Paper, but the core concept travels

● the paper: Language Models Are Unsupervised Multitask Learners (UML/Radford et al.)

● the core concept as it is picked up in the Few-Shot Learners Paper however:
per the example of translation

● from the first paper:
“language models begin to learn
these tasks without any explicit
supervision when trained on a 
new dataset of millions of 
webpages called WebText”
(from the abstract, UML)
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FSL, 
Fig. 3.4

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

The other major background to this paper is another Open AI Paper, but the core concept travels
● from the first paper (UML): a translation problem might be specified as (translate to french, english 

text, french text)  as a flexible way to specify tasks by language
● it was actually first shown by 

McCann et al. (2018): 
The natural language decathlon: 
Multitask learning as 
question answering 
that it is possible to train 
one model (MQAN 2018) 
to infer and perform 
many tasks on examples 
with this type of format, 
led to decaNLP

● we will pick up on some later
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Table 1 in McCann et al. (2018)

https://arxiv.org/abs/1806.08730
https://arxiv.org/abs/1806.08730
https://arxiv.org/abs/1806.08730
https://arxiv.org/abs/1806.08730


Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

Aside from the McCann paper, this paper is cited as inspirational to the work in UML:

● Liu et al. (2018), Generating Wikipedia by Summarizing Long Sequences

○ From the abstract: “generating English Wikipedia articles can be approached as a 
multi-document summarization of source documents”

○ So while this paper implements task-specific models (baseline LSTM and 
Transformer-based ones), this result is remarkable, also to the Open AI researchers:
“In manual inspection of model outputs, we noticed an unexpected side-effect: models 
learn to translate names from English into multiple languages [...] Although we did not 
do a systematic evaluation of the translations, we found they are often correct, and 
often they are not found in the Wikipedia article itself.” (p. 9 in the paper)
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https://arxiv.org/abs/1801.10198


Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

To conclude on the jist of the paper (for now):

● The capacity of the language model is essential to the performance of zero-shot task 
transfer

● will cover some
common tasks

10



Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

To conclude on the jist of the paper (for now):
WebText (text subset of 45 million web pages, 
40 GB of text) major contribution from UML paper

● new web scrape to emphasize document 
quality, curated via Reddit: three upvote-
minimum

● Byte Pair Encoding
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Language Models are Few-Shot Learners: 
Unsupervised Multitask Learners

Note on Architecture:

● Architecture similar 
to GPT-1 approach

● relevant paper:
Radford et al., 
Improving Language
Understanding by
Generative Pre-
Training (2018)
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https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf


Language Models are Few-Shot Learners: 
Historical Situation

Please refer to the paper for examples of these prior approaches, here a note of the transition 
and as presented in FSL paper:

● From Task-Specific Architectures
● to RNNs with multiple layers of representations and contextual state
● and more recently pre-trained recurrent and transformer language models with direct 

fine-tuning, no need for task-specific architectures
○ “However, a major limitation to this approach is that while the architecture is 

task-agnostic, there is still a need for task-specific datasets and task-specific 
fine-tuning: to achieve strong performance on a desired task typically requires 
fine-tuning on a dataset of thousands to hundreds of thousands of examples 
specific to that task.” (p. 3, from here on in the 2005.14165.pdf (arxiv.org) version (4) of the paper)
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https://arxiv.org/pdf/2005.14165.pdf


Language Models are Few-Shot Learners: 
Historical Situation (GPT Focus)

A note on GPT evolution and their introduction (relevant papers, already mentioned), 
without GPT-3.5/GPT-4 (current models) before we continue on the Need for Task Agnosticism

● GPT (110 million parameters)
Radford, A., Narasimhan, K., Salimans, T., & Sutskever, I. (2018). Improving language understanding by generative 
pre-training.
https://cdn.openai.com/research-covers/language-unsupervised/ language_understanding_paper.pdf

● GPT-2 (1.5 billion parameters)
Radford, A., Wu, J., Child, R., Luan, D., Amodei, D., & Sutskever, I. (2019). Language models are unsupervised multitask 
learners. OpenAI blog, 1(8), 9. 
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf

● GPT-3 (175 billion parameters)
Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., ... & Amodei, D. (2020). Language models are 
few-shot learners. arXiv preprint arXiv:2005.14165. https://arxiv.org/abs/2005.14165
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https://cdn.openai.com/research-covers/language-unsupervised/
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165


Language Models are Few-Shot Learners: 
Why Need for Task-Agnosticism?

● removes the requirement of large, labeled dataset. Certain types of task (correcting 
grammar, generating examples of an abstract concept, summaries!) might not have easily 
definable labels or it is difficult to collect them

● (when you do fine-tuning:) exploitation of spurious correlations in the training data grows 
with expressiveness of the model: Out-of-Distribution (OOD) Robustness, larger models 
do not necessarily generalize better out-of distribution but Transformer performance 
declines are better than other models’ - Hendrycks, Dan, Xiaoyuan Liu, Eric Wallace, Adam Dziedzic, 
Rishabh Krishnan, and Dawn Song. “Pretrained Transformers Improve Out-of-Distribution Robustness.” arXiv, April 16, 
2020. https://doi.org/10.48550/arXiv.2004.06100.

● AGI perspective: “humans do not require large supervised datasets to learn most 
language tasks” and,  “to be broadly useful, we would someday like our NLP systems to 
have this same fluidity and generality” (p. 4)
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https://doi.org/10.48550/arXiv.2004.06100


Language Models are Few-Shot Learners: “” 
Metalearning/Zero-shot transfer (1)

16

Terminology proposed here:

● “Meta-learning” for inner-outer loop structure and … 
● … “in context-learning” for the inner loop: see the following slide re: loops
●  “zero-”/”one-”/”few-shot” learning at inference time



Language Models are Few-Shot Learners: 
Metalearning/Zero-shot transfer (2)
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p. 3

So again:
● metalearning 

overall loop 
structure, incl. 
Stochastic 
Gradient Descent 
(SGD)

● in-context 
pertains to the 
inner loops

● with “shots” per 
sequence 
provided



Language Models are Few-Shot Learners: 
Metalearning/Zero-shot transfer (3)
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● Zero-shot transfer vs zero-shot learning? 

}



Language Models are Few-Shot Learners: 
GPT-3 Architecture

Since the model is introduced in this paper: We will end looking at datasets and tasks.

● Overall, similar to GPT-2, which was already similar to GPT-1
● 175 billion params instead of 1.5 billion (more layers etc.)
● Double context size (2048 instead of 1024 input tokens)
● Larger word embeddings (12.8k instead of 1.6k)
● Attention pattern from Sparse Transformer (sparse factorizations of attention matrix that 

grow with O(n sqrt(n)) instead of O(n^2))
Child et al. (2019), Generating Long Sequences with Sparse Transformers
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https://arxiv.org/abs/1904.10509


Language Models are Few-Shot Learners: 
GPT-3 Architecture

● n_params: 
trainable params

● n_layers: total no of 
layers

● d_model: no of 
units in each 
bottleneck layer

● d_feedforward (not 
in the table): 
always 4 * model

● d_head: dimension 
of each attention 
head

● n_ctx (not in table): 
always 2048 tokens 
of context
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Here a look at the GPT-3 versions in some more detail:



Language Models are Few-Shot Learners: 
Training Datasets

● We already talked about WebText (introduced with the GPT2 Paper, UML)
● That kind of high-quality dataset is then mixed with lower quality data, according to 

predetermined “weight” - in turn implying how often the data is seen in training epochs
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Language Models are Few-Shot Learners: 
Training Results

● language modelling:
as you go up with parameters,
validation loss goes down

● as you scale up model size,
data set size and compute size
together, performance follows
a power law 

● (how far can this go? 
see the dashed line)
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Language Models are Few-Shot Learners: 
Showing Examples (vs Fine-Tuning)

To recap: BERT or similar style 
pretraining + finetuning gives way
to “pure language modelling” approach.
Is like direct use of pretrained model,
so a pure language modelling way:
Counting on the model having seen
the structure of the task somewhere
in the training data
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Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

How to evaluate? In the fine-tuned/supervised regime this was more straightforward.

● draw K random examples from the task’s training set as conditioning, delimited by one or 
two newlines

● For LAMBADA and Storycloze: no supervised training set so conditioning examples are 
drawn from the development set and evaluated on the test set
○ we will look at LAMBADA in a moment

● for some tasks: natural language prompting (especially if K = 0)
● tasks with free-form completion: beam search with a beam of width = 4 and length penalty 

of alpha = 0.6

24



Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

Beam Search* for tasks with free-form completion

● Find top choices acc. to beam width
● compare with given completion? 
● intuitive explanation (it’s not hard)

C5W3L03 Beam Search - YouTube 
(Andrew Ng)
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https://www.youtube.com/watch?v=RLWuzLLSIgw


Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

LAMBADA and Storycloze: already used for the Unsup. Multitask Learner paper as well

● LAMBADA (LAnguage Modeling Broadened to Account for Discourse Aspects)
● dataset introduced with

Paperno et al. (2016), The LAMBADA dataset: Word prediction requiring a broad 
discourse context

● considered a difficult benchmark
● tests the modeling of long-range dependencies in text
● model is asked to predict the last world of sentences requiring a paragraph of context
● example 
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https://arxiv.org/abs/1606.06031
https://arxiv.org/abs/1606.06031


Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

LAMBADA and Storycloze: GPT-3 beats -2 in the case of LAMBADA (perplexity score)
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● [Tur20] Project Turing. Microsoft research blog, Feb 2020. 
● [RWC+19] Alec Radford, Jeffrey Wu, Rewon Child, David Luan, 

Dario Amodei, and Ilya Sutskever. Language models are 
unsupervised multitask learners, 2019.

● [LDL19] Zhongyang Li, Xiao Ding, and Ting Liu. Story ending 
prediction by transferable bert. 

● [LCH+20] Xiaodong Liu, Hao Cheng, Pengcheng He, Weizhu 
Chen, Yu Wang, Hoifung Poon, and Jianfeng Gao. Adversarial 
training for large neural language models.

https://www.microsoft.com/en-us/research/project/project-turing/
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/1905.07504
https://arxiv.org/abs/1905.07504
https://arxiv.org/abs/2004.08994
https://arxiv.org/abs/2004.08994
https://arxiv.org/abs/2004.08994


Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

There are many NLP tasks

● already mentioned decaNLP as an aggregate task/more in the paper (no time today)
○ The Natural Language Decathlon is a multitask challenge that spans ten tasks: 

question answering (SQuAD), machine translation (IWSLT), summarization 
(CNN/DM), natural language inference (MNLI), sentiment analysis (SST), 
semantic role labeling(QA‑SRL), zero-shot relation extraction (QA‑ZRE), 
goal-oriented dialogue (WOZ), semantic parsing (WikiSQL), and commonsense 
reasoning (MWSC). Each task is cast as question answering, which makes it 
possible to use our new Multitask Question Answering Network (MQAN). This model 
jointly learns all tasks in decaNLP without any task-specific modules or parameters in 
the multitask setting
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GitHub - salesforce/decaNLP: The 
Natural Language Decathlon: A Multitask 
Challenge for NLP

https://github.com/salesforce/decaNLP
https://github.com/salesforce/decaNLP
https://github.com/salesforce/decaNLP


Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

One more interesting dataset: The Penn Treebank/leads to test set contamination question, 
these are the methodological issues the paper discusses
● Marcus et al. (1994): The Penn Treebank: Annotating Predicate Argument Structure
● predates the modern internet and

so feasibly was not contained 
in the training data, which made 
the dataset interesting for 
model development

● Memorization: “Since our training dataset is sourced from the internet, it is possible that 
our model was trained on some of our benchmark test sets. Accurately detecting test 
contamination from internet-scale datasets is a new area of research without established 
best practices.” (FSL p. 29) - contamination is accepted to a degree (partial removal of 
detected overlaps only “due to a bug,” (p. 31) as it happens)
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https://aclanthology.org/H94-1020/


Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

The core question in the Few-Shot Leaning Paper is how Few-Shot evaluates on NLP tasks, 
here some generally successful examples (without details on the datasets for time)

30

pp. 14-17 in FSL paper

(better translation to English than from)



Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

And datasets/tasks where the models struggle or could be better (without dataset details)

● To pick one: Commonsense Reasoning 
(Choice of Plausible Alternatives (COPA) + HellaSwag)
HellaSwag involves picking the best ending to a story, intended to be difficult for LLMs

○ 95.6 % acc humans/78.1% acc GPT-3 (one-shot) and 79.3% few-shot/SOTA acc 85.6%
● Note on PIQA (Physical QA): “PIQA shows relatively shallow scaling with model size and is 

still over 10% worse than human performance, but GPT-3’s few-shot and even zero-shot 
result outperform the current state-of-the-art. Our analysis flagged PIQA for a potential data 
contamination issue (despite hidden test labels), and we therefore conservatively mark the 
result with an asterisk” (p. 18) as a note for how Open AI deals with reporting memorization
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Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

The full list,
of tasks where
GPT-3 struggles,
as per GPT-4
(for reference)
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Language Models are Few-Shot Learners: 
Showing Examples (Tasks)

GPT-4 BTW:

33



Language Models are Few-Shot Learners: 
Limitations

Other limitations addressed with references to later releases of samples, qualitatively:

● text synthesis: “although the overall quality is high, GPT-3 samples still sometimes repeat themselves 
semantically at the document level, start to lose coherence over sufficiently long passages, contradict 
themselves, and occasionally contain non-sequitur sentences or paragraphs” (There was a widely commented 
upon news article generation task however, leading to almost 50/50 human detection acc (GPT-3))

● “common sense physics” (already discussed) - questions of the type “If I put cheese into the fridge, will it melt?”

● very specific things like determining if two words are the same, if one sentence implies another, etc. (p. 33)

algorithmically/structurally:

● autoregressive model, “our design decision comes at the cost of potentially worse performance on tasks 
which empirically benefit from bidirectionality” (p. 33)

○ “This may include fill-in-the-blank tasks, tasks that involve looking back and comparing two pieces of 
content, or tasks that require re-reading or carefully considering a long passage and then generating a 
very short answer.” (p. 33)

○ => making a bidirectional model at the scale of GPT-3 is a promising future direction for research
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Language Models are Few-Shot Learners: 
Limitations

algorithmically/structurally:
● LLMs not grounded in other domains of experience, such as video or real-world physical interaction: “thus 

lack a large amount of context about the world [...] For all these reasons, scaling pure self-supervised 
prediction is likely to hit limits, and augmentation with a different approach is likely to be necessary. 
Promising future directions in this vein might include learning the objective function from humans [...], 
fine-tuning with reinforcement learning, or adding additional modalities such as images to provide 
grounding and a better model of the world [...]” - highlighted parts all came with later models (p. 34)

● crucially for this presentation: “A limitation, or at least uncertainty, associated with few-shot learning 
in GPT-3 is ambiguity about whether few-shot learning actually learns new tasks “from scratch” at 
inference time, or if it simply recognizes and identifies tasks that it has learned during training. 
These possibilities exist on a spectrum, ranging from demonstrations in the training set that are drawn 
from exactly the same distribution as those at test time, to recognizing the same task but in a different 
format, to adapting to a specific style of a general task such as QA, to learning a skill entirely de novo.” 
(p. 34)

other than this: size (distilled versions feasible?), interpretability, biases from trained data (and 
stereotyped/prejudiced content) - these last issues leading on to a whole Broader Impacts part in the paper

35



Summary

● Contrasted the Brown et al. GPT-3 Open AI Paper 
Language Models are Few-Shot Learners 
○ with: Language Models are Unsupervised Multitask Learners 

(Radford et al. GPT-2 Open AI GPT-2 Paper)
○ => Persistent themes and modes of evaluating Language Models?

● Themes: evolution of the models: data quality (GPT-2) and model expressiveness (GPT-3)
● … implications for how to use these models, transition from fine-tuning to in-context, with 

obvious advantages of in-context if performance suffices, which this remains a 
(task-specific!) open question - and we talked about limitations

● Evaluating Models next slide
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Summary
Interesting to me in terms of the Barrier-free PDF Documents project:

● Evaluating Models (in the in-context regime)
○ skipped the slide today: but topics like beam search in evaluating free form answers 

against some given acceptable label (by human worker, e.g. someone annotating 
PDFs for accessibility)

Can stop here: final slides have discussion + open questions/possible directions
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Summary
Discussion Questions

● Shift going from the Unsup. Multitask Learners Paper to the Few Shot Learners Papers?
○ GPT-3 and later models show significant improvements in natural language 

understanding and generation, enabling more coherent and contextually relevant 
responses. They are better at "few-shot" or "zero-shot" learning, meaning they can 
perform tasks with little to no specific examples provided, a significant leap from 
GPT-2.

○ Extension of the Unsup. Multitask idea, that by training on a wide range of text 
sources, the model learns a variety of language tasks without needing task-specific 
training data. 

● Is the model/architecture new? Appears standard: the difference is size and data quality
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Summary
We looked at one aspect, the core idea of zero shot transfer, and didn’t cover other important 
aspects, just one economic example being …

● Sharir et al., The Cost of Training NLP Models: A Concise Overview (2020)
○ $2.5k - $50k (110 m params)
○ $10k - $200k (340 m params) 
○ $80k - $1.6m (1.5 b params)

● … to take this in a different direction,
particularly looking at the different 
strategies under a (dollar, 
environmental) cost aspect
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https://arxiv.org/abs/2004.08900


Summary
We looked at one aspect, the core idea of zero shot transfer, and didn’t cover other important 
aspects, just one more, performance-oriented example being …

● Ouyang et al. (2022): Training language models to follow instructions with human 
feedback
○ fine-tuning the

overall behavior
of the GPT model
using RLHF
(Reinforcement
Learning from
Human 
Reinforcement)
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https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2203.02155


Sources

● Papers linked throughout
● Helpful (paper explanation type) videos out there:

○ L19.5.2.5 GPT-v3: Language Models are Few-Shot Learners - YouTube

○ GPT-3: Language Models are Few-Shot Learners (Paper Explained) - YouTube

○ (GPT-2) Language Models are Unsupervised Multitask Learners | Paper Explained - YouTube

○ Beam Search in NLP: C5W3L03 Beam Search - YouTube
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https://www.youtube.com/watch?v=wYdKn-X4MhY
https://www.youtube.com/watch?v=SY5PvZrJhLE
https://www.youtube.com/watch?v=9kT0XLPyHBg
https://www.youtube.com/watch?v=RLWuzLLSIgw

